
Weaving Sound Information to Support Real-Time Sensemaking 
of Auditory Environments: Co-Designing with a DHH User 
Jeremy Zhengqi Huang 

Computer Science and Engineering 
University of Michigan 

Ann Arbor, Michigan, USA 
zjhuang@umich.edu 

Jaylin Herskovitz 
Computer Science and Engineering 

University of Michigan 
Ann Arbor, Michigan, USA 

jayhersk@umich.edu 

Liang-Yuan Wu 
Computer Science and Engineering 

University of Michigan 
Ann Arbor, Michigan, USA 

lyuanwu@umich.edu 

Cecily Morrison 
Microsoft Research 

Cambridge, United Kingdom 
cecilym@microsoft.com 

Dhruv Jain 
Computer Science and Engineering 

University of Michigan 
Ann Arbor, Michigan, USA 

profdj@umich.edu 

Figure 1: The SoundWeaver’s Prototype’s Three Weaving Modes. SoundWeaver is an AI sound awareness system that dynamically 
weaves AI outputs based on DHH users’ intents across personal contexts. The prototype contains three modes: Awareness, 
Action, and Social Mode. Awareness Mode provides general awareness of the environmental sounds through visualization 
of ambient sounds and optional sound identification. Action Mode facilitates active monitoring of specific sounds related to 
a task. Social Mode uses captions and peripheral visualization of ambient sounds to facilitate social interactions. Users can 
freely switch between modes on the fly based on their real-time information needs. 
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Abstract 
Current AI sound awareness systems can provide deaf and hard 
of hearing people with information about sounds, including dis-
crete sound sources and transcriptions. However, synthesizing 
AI outputs based on DHH people’s ever-changing intents in com-
plex auditory environments remains a challenge. In this paper, we 
describe the co-design process of SoundWeaver, a sound aware-
ness system prototype that dynamically weaves AI outputs from 
different AI models based on users’ intents and presents synthe-
sized information through a heads-up display. Adopting a Research 
through Design perspective, we created SoundWeaver with one 
DHH co-designer, adapting it to his personal contexts and goals 
(e.g., cooking at home and chatting in a game store). Through this 

process, we present design implications for the future of “intent-
driven” AI systems for sound accessibility. 
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Figure 2: An illustrative comparison of our system with prior approaches. Prior sound awareness systems assume pre-configured 
outputs (e.g., showing sound events and captions regardless of context). In contrast, SoundWeaver adapts to users’ different 
intents by synthesizing contextually appropriate information. For example, when the user (“Sam”) is making coffee, Action 
Mode will help her monitor relevant sounds like “boiling” and “blender.” When someone calls Sam, SoundWeaver will show 
this information on the display, leading Sam to switch to Social Mode, where the system focuses on displaying captions while 
maintaining some degree of awareness of the environmental sounds. 

1 Introduction 
Deaf and hard of hearing (DHH) individuals have limited access 
to sound information and often seek to enhance their understand-
ing of their environments through sound awareness [8, 15]. To 
address this, HCI researchers have leveraged various AI models 
to design and develop intelligent sound awareness applications 
that reduce barriers to accessing sound information [8, 14, 31, 32]. 
For example, SoundWatch [32], powered by audio classification 
models, notifies DHH users of individual sound events. Speech 
recognition, developed initially to support captioning for DHH 
people, has since become an integral part of audio accessibility for 
mainstream devices and software [69, 70]. These systems draw on 
rapidly advancing models for machine understanding of speech and 
non-speech sounds, including those for audio classification [71, 72], 
acoustic scene understanding [35], and automatic speech recog-
nition [17, 73, 74], which will only continue to grow and develop 
more complex capabilities. 

However, current AI-based sound awareness applications usu-
ally have pre-configured outputs [32]. These outputs do not have 
semantic connections to DHH people’s real-time contexts, goals, 
and information needs. For example, consider the following sce-
nario of a DHH person (“Sam”) working as a Barista in a coffee 
shop (Figure 2): 

When a customer approaches to place an order, Sam activates live 
transcription to understand their speech. As she begins fulfilling 
the order (e.g., preparing a latte), her focus shifts from speech 
comprehension to order completion. While making coffee, Sam 
needs to monitor when the machine starts and finishes brewing 
while simultaneously watching for new customers. For this purpose, 
she enables sound recognition. However, since the interface merely 
consolidates all sound information (Figure 2; Prior Approaches), 
Sam struggles to interpret the recognition results effectively. She 
must also keep live transcription running to detect when someone 
calls her name or when colleagues initiate conversation, forcing 

her to divide her attention between the transcription and coffee 
preparation. 

The scenario above illustrates how current sound awareness sys-
tems, with their static design, often fail to meet DHH individuals’ 
evolving information needs. As AI capabilities continue to develop, 
so does the potential for sound awareness systems to move beyond 
presenting discrete AI outputs toward delivering synthesized infor-
mation that facilitates DHH people’s real-time sensemaking and 
semantic understanding of auditory environments. To this end, this 
work explores two critical aspects of human-AI interaction design 
in the context of sound awareness systems for DHH individuals. 
First, we explore an “intent-driven” AI system that adapts its behav-
ior based on DHH users’ intents, purposefully weaving together AI 
outputs to meet DHH people’s dynamic information needs and sup-
port their sensemaking of complex auditory environments. Second, 
we seek to understand the relationships among AI systems, DHH 
users, and their environments, observing how these connections 
evolve through interactions. 

We present our work from a Research through Design (RtD) 
perspective [66]. We started by reviewing previously identified de-
sign challenges and opportunities in the human-AI interaction and 
sound awareness technology space [1, 24, 75]. We also drew inspi-
ration from established theories and models guiding the designs of 
accessible environments for DHH individuals, including DeafSpace 
[48], best captioning practices [37], and broader norms of Deaf Cul-
ture. Grounded in prior knowledge, we then worked closely with 
Declan1 , a Deaf participant, over six months to iteratively prototype 
an AI system that supports Declan’s real-time sensemaking of audi-
tory environments. Specifically, we learned about Declan’s personal 
contexts (e.g., daily routines, physical environments) alongside his 
specific information needs and preferences. Through a multi-stage 
grounded theory analysis, our findings elicited several design goals, 
including developing intent-responsive system behaviors and com-
plementing Declan’s trusted sensemaking approaches. 
1We use Declan as a pseudonym for our DHH participant. 
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Informed by these design goals, we created SoundWeaver, an 
intent-driven AI system that weaves AI outputs about sound based 
on DHH users’ needs and intents, synthesizing relevant sound infor-
mation through a heads-up display. SoundWeaver was iteratively 
developed over multiple co-design sessions with Declan, supple-
mented by discussions with our team of mixed hearing abilities. 
The final SoundWeaver prototype contains three weaving modes: 
Awareness, Action, and Social (Figure 1). These modes facilitate 
distinct user intents: 

• Awareness Mode. Awareness Mode helps DHH users learn 
about the overall auditory environment and be aware of 
intermittent sound events. 

• Action Mode. Action Mode helps DHH users perform more 
action-intensive tasks by providing more active and focused 
monitoring of a selected set of sounds. 

• Social Mode. Social Mode supports social interactions while 
helping DHH users maintain certain levels of awareness of 
the auditory environments. 

SoundWeaver lets users switch among the weaving modes in-
stantly as their needs change with a simple button click. The system 
also supports granular customization (e.g., selecting specific sounds 
for Action Mode), allowing users to adjust how the system be-
haves and delivers contextually relevant information. In Sam’s 
scenario with SoundWeaver, Action Mode helps her focus only on 
essential work-related sounds (e.g., blender, water boiling). When 
SoundWeaver notifies Sam that “someone is calling her name,” she 
effortlessly transitions to Social Mode to speak with her colleague. 
This enables Sam to interact naturally with her environments based 
on her current needs and successfully complete her tasks (Figure 2; 
SoundWeaver). 

We deployed and evaluated the SoundWeaver prototype in two 
of Declan’s routine environments: his home and the game store he 
frequently visits. Through these field evaluations, we gained further 
insights into the potential design of AI sound awareness systems 
for DHH people’s sensemaking of complex auditory information 
and how introducing novel sound awareness technology can foster 
new dynamics among DHH users, technology, and the situated 
environment (e.g., interactions with a group of friends). 

Overall, this work makes the following contributions: 
1. We describe the iterative prototyping of SoundWeaver, an 

intent-driven AI sound awareness system that facilitates 
DHH people’s real-time sensemaking. SoundWeaver adapts 
its information display based on DHH users’ intents and 
purposefully weaves AI outputs based on DHH people’s 
personal contexts. 

2. We reflect on the considerations and tensions during the 
prototyping and field evaluation of SoundWeaver with a 
DHH co-designer and present design implications for future 
AI sound accessibility systems. 

2 Related Work 

2.1 DHH Culture 
The Deaf and hard of hearing community is a diverse group encom-
passing individuals marked by a wide range of experiences, back-
grounds, and cultural identities. There are three primary models of 

understanding hearing loss: medical, social, and cultural-linguistic 
models [10, 49, 65]. The medical model views hearing loss primarily 
as a condition to be diagnosed and treated [76]. The social model 
shifts the focus from individual hearing loss to societal barriers lim-
iting participation [47, 76]. The cultural-linguistic model recognizes 
Deafness as a unique cultural and linguistic identity rather than 
simply a disability. This model celebrates Deaf culture, defined by 
shared values, norms, and languages like American Sign Language 
(ASL) [10, 50]. ASL is a developed visual-spatial language with its 
own syntax, grammar, and nuances and can convey complex ideas, 
emotions, and narratives [41, 53, 77]. 

Our work draws from established concepts, models, and theories 
in accessibility for DHH people to guide our co-design process 
with Declan. For example, DeafSpace, a conceptual framework for 
creating accessible physical environments, outlines space design 
guidelines that provide “full access to communication” and unique 
considerations for DHH people’s cognitive, sensory, and emotional 
experiences [48, 78]. Even though DeafSpace primarily guides 
space design, these principles have design implications for AR-
or HMD-based sound awareness technologies like SoundWeaver, 
where users perceive sound information as part of the physical 
space. For example, given that Deaf people perceive their surround-
ings through subtle visual cues [78], HMD-based sound indicators 
should communicate the changes in acoustic environments, such as 
SoundWeaver’s use of changing colors and waveforms to indicate 
real-time ambient noise levels. The caption feature in SoundWeaver 
also follows established “best practices” to ensure readability [79], 
including placing captions at the bottom center of the view, using 
sans serif fonts with “medium thickness,” and placing captions in a 
semi-transparent text box. 

2.2 Towards Sound Accessibility with AI 
HCI researchers have long studied sound awareness solutions to 
improve sound accessibility for DHH people. Early work explored 
visualizations based on sound characteristics like location, loudness, 
and pitch [23, 42, 63] and simple sound classification with shallow 
learning approaches like support vector machines [36] and decision 
trees [38]. Driven by recent advances in deep learning models for 
sound classification (e.g., Convolutional Neural Networks [21, 52] 
and Recurrent Neural Networks [17]), HCI researchers have de-
veloped home, mobile, and wearable AI-based sound recognition 
systems [8, 31, 32, 60] that process audio signals from the environ-
ment and display information about recognized sound events. For 
example, SoundWatch [32] informed DHH users of environmental 
sounds through haptic feedback and visual notifications containing 
sound events and loudness. To mitigate AI’s inherent uncertainties 
(e.g., recognition errors), more recent mobile sound recognition 
systems enabled DHH people to teach the system through audio 
samples [33] and provide feedback [14]. Besides sound recognition, 
advances in automatic speech recognition also led to transcription 
applications in mobile devices [70, 73, 74] (e.g., Google Live Tran-
scribe [69]). To fulfill both sound recognition and transcription 
needs, Guo et al. proposed an AR prototype that combined sound 
classification and ASR outputs in one interface [18]. 

Despite the progress, current AI-based sound awareness systems 
assume discrete, pre-configured outputs, which struggle to fulfill 
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DHH users’ dynamic and personalized sound information needs 
across different contexts (e.g., driving and at work) [24]. While 
the conglomeration of multiple pieces of sound information [18] 
partially addresses this need, current visual representations re-
main static (e.g., a textual description of sounds) regardless of the 
user’s needs and context (e.g., always showing transcriptions of 
the crowd speech in a coffee shop even though the user wants 
to focus on work). In contrast, prior work on non-sound related 
accessible technologies has explored new human-AI interaction 
designs that embodied the concept of “AI extenders,” where AI is 
closely intertwined with human cognition to enhance information 
processing capabilities [20]. Examples of such applications include 
the scene-weaving concept, an interaction metaphor that presents 
information as strands of fabrics that could be “weaved” together 
into the precepted scene by individual blind and low-vision (BLV) 
users [2]. Similarly, Morrison et al. proposed “open-ended AI” as a 
facility for BLV children to make sense of social situations based 
on various spatial audio cues [45]. 

The current work extends this line of research to the sound 
awareness technology space. Specifically, we propose an intent-
driven design for AI sound awareness systems, where various kinds 
of AI-based sound feedback are allocated purposefully to adapt 
to DHH people’s real-time contexts and intents and complement 
DHH people’s trusted ways of sensemaking of the environment. 
The scenario of Sam working in a coffee shop, illustrated in Section 
1, exemplified the vision of such systems. 

2.3 XR-Based Sound Feedback Design 
Our decision to implement SoundWeaver as a head-mounted display 
(HMD) application was informed by prior findings that, compared 
to traditional mobile form factors, HMD could provide a diverse 
set of always-on, easier-to-access sound information while reduc-
ing attention splits and the need to carry the device with hands 
[16, 29]. Prior work explored the 3D display of sound informa-
tion, including captions, localization, sound sources and events, 
and visualization of acoustic signals. For example, one pioneer-
ing work conducted a design probe of visual feedback for sound 
information [28] with a Google Glass-based system. This work 
elicited user preferences across several dimensions of visual sound 
feedback, including arrow-based indicators for directionality, pe-
ripheral positioning of indicators, and the inclusion of loudness 
data. To address challenges in communication for DHH people, Jain 
et al. explored HMD-based captions on HoloLens and suggested 
designs that adapt to real-world contexts like light conditions and 
convey this contextual information (e.g., speaker name and loca-
tions). SpeechBubbles [51] focused on the accessibility of group 
conversations by probing DHH people’s preferred designs for in-
and out-of-view conversations in Mandarin. 

Regarding VR environments, researchers explored multimodal 
sound feedback ranging from visualization [11, 30, 39, 40] to sound 
modifications [9] and haptics [11, 30, 44]. For example, Jain et al. 
categorized sounds into dimensions such as sound source and sound 
intent and designed corresponding visual and haptic prototypes 
for VR sound feedback, such as waveforms for ambient sounds and 
textual displays for currently playing sounds (e.g., torch crackling) 
and rhythmic haptics for critical information. SoundVizVR [39] 

built on this work and further examined the usability of different 
indicator designs for sound types and characteristics. EarVR+ [44] 
attaches physical LED lights and vibro-motors to traditional devices 
to inform DHH users of the localization results. 

Building on prior 3D sound feedback designs, we carefully ex-
amined these designs by situating them in DHH people’s personal 
contexts and preferences. This process allowed us to observe how 
sound indicators behaved over time and could produce unexpected 
results. For example, we found that peripheral arrow indicators, a 
design suggested by a prior design probe [28], produced distracting 
visual flickers during rapid speaker transitions, such as in instances 
of turn-taking or overlapping dialogue, which impeded users’ abil-
ity to focus on the conversation. 

3 General Methodology 
Positionality Statement: Our team comprises five researchers. 
The first author, Jeremy, is a graduate student at the University 
of Michigan who is hearing and has speech-related disabilities. 
Jeremy is learning ASL and, at the time of writing this paper, had 
two years of experience engaging with the DHH community. Jaylin 
is a graduate student at the University of Michigan who is hearing 
and had five years of experience researching accessible technologies. 
Liang-Yuan is hearing and had one year of experience engaging 
with the DHH community. Cecily had over ten years of research 
experience working with people with disabilities. Dhruv identifies 
as hard of hearing and had over ten years of experience engaging 
and researching with the DHH community. Dhruv has a Level 2 
fluency in American Sign Language. Our collective experience as a 
mixed-hearing ability research team shapes our work, including a 
deep understanding of DHH culture, the evolution of our design 
artifact, the analysis of research data, and in-depth discussions with 
Declan, our participant. 

Our participant “Declan”: Declan is a 22-year-old male who 
identifies as Deaf. He has profound and non-congenital hearing 
loss; he lost hearing in his left ear in childhood and his right ear 
when he was 20. Declan prefers to communicate with both DHH 
and hearing people in sign language; his primary sign language 
is American Sign Language and Pidgin Signed English. While he 
frequently uses sign language, he can also read and communicate 
in English well. Declan was a good fit for our study because of 
three considerations. First, Declan was an early adopter of common 
accessible technologies that DHH people use, like Google’s Sound 
Notification and Live Transcribe, which we presume would make 
him comfortable with adopting new technologies and giving critical 
feedback. Second, identifying as Deaf, Declan deeply understood 
the DHH community’s cultural norms and preferences. Third, as a 
Deaf individual who conversed in both speech and ASL and with 
both hearing and Deaf people, Declan offered a unique perspective 
from the angles of both Deaf and hard of hearing populations. In 
our study findings, we describe other details about Declan, such 
as his occupation, hobbies, and personal contexts, in our study 
findings. 

Research Methodology: We narrate our six-month co-design 
process with Declan from the Research through Design (RtD) [66] 
perspective. RtD combines design science with scholarly research, 
where the creation of artifacts is the research outcome and a means 
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of generating new knowledge about how people use interactive 
technologies [66]. In our work, we created the SoundWeaver pro-
totype as a design artifact that embodies intent-driven AI and a 
medium for continuous and critical reflections on our design deci-
sions along the journey. 

Our co-design process with Declan consisted of three phases. 
Phase 1 of our study was primarily formative, where we learned 
about Declan’s personal contexts and routines and probed Declan’s 
information needs across these contexts. In Phase 2, we continu-
ously engaged with Declan through in-person co-design sessions 
and frequent communications of design ideas and considerations 
through text messages, emails, and video calls. During this phase, 
SoundWeaver evolved from a “brute-force” prototype [3] based on 
formative insights and our prior assumptions to a more polished, 
carefully designed experience. Phase 3 consisted of the field eval-
uations of the SoundWeaver prototype and general reflections on 
the entire research process. 

Throughout the co-design process, we curated five types of data: 
meeting transcripts, sketches, emails/text messages, field notes, 
and video recordings. Our data collection and analysis process was 
deeply inspired by the Grounded Theory methods (GTM) [6, 13, 46] 
to curate and analyze this data. Since the start of our research, we 
have kept a working document as the collection of memos using 
a shared Google Docs file. Initially, this document contained our 
assumptions on the “ideal” sound awareness systems based on our 
prior knowledge. We kept the document updated whenever there 
was new data or “quick thoughts.” For example, when we received 
the meeting transcript for a design session, we encoded the tran-
script following open, axial, and selective coding and compared the 
newly generated codes with the current ones. The research team 
regularly jotted down thoughts on existing data through margin 
comments, particularly to relate to and compare Declan’s experi-
ences with those of our hard-of-hearing author. By the end of Phase 
3, the number of open codes in our working document expanded 
significantly from 78 (from Phase 1) to 231. We did not group these 
codes into themes; instead, as is common in GTM, we carefully 
examined the relationship between important codes and iteratively 
developed the design goals. The number of these design goals fluc-
tuated as the new data could reinforce, add to, or invalidate the 
current goals. 

Our decision to engage closely with one DHH participant, De-
clan, was influenced by several factors. First, as reflected in Jain’s 
pioneering autoethnographic work as a DHH traveler [26], getting 
in-depth longitudinal experiences from marginalized populations 
who might be less willing to travel could be challenging. Second, 
prior studies have demonstrated that when designing and intro-
ducing novel multi-algorithm AI systems, starting with a “deep 
engagement” with a single person and community might be the 
more responsible approach that allows close and critical examina-
tion of that person’s perspective and environments from a more 
involved standpoint [45, 55]. 

We proceeded with the study only after obtaining IRB clearance 
and Declan’s consent with IRB-approved consent forms. 

4 Phase 1: Formative Study 
The goal of Phase 1 was to understand (1) Declan’s personal contexts 
and routines, (2) Declan’s current approaches to making sense of 
the environments, and (3) challenges across his daily routines and 
tasks due to hearing loss. 

4.1 Method 
Following the general methodology outlined in Section 3, we now 
detail the specific procedures for this study. 

4.1.1 Procedure. We kicked off Phase 1 with a 150-minute meeting 
with Declan in our research lab on the University of Michigan cam-
pus. Before the session, Declan completed a background question-
naire about his demographic and hearing loss-related information. 
We introduced Declan to the logistics of co-design and the goal of 
creating a sound awareness system that facilitates his sensemaking 
of auditory environments. We stressed to Declan that he would 
be an active co-designer instead of a participant simply providing 
feedback to a system. 

To understand Declan’s personal contexts, the first author asked 
Declan about his daily routines on weekdays and weekends and 
visualized them on a chart paper with post-it notes (Figure 3). The 
first author then collaborated with Declan to examine the visualized 
routines by breaking them into individual tasks. For example, the 
“cooking dinner” routine was broken into tasks such as grabbing 
ingredients from the fridge, chopping and preparing ingredients, 
heating potatoes using microwaves, pan-frying, etc. The tasks were 
visualized using sketching tools (e.g., colored pens; Figure 3). For 
each task, the researcher discussed Declan’s challenges due to hear-
ing loss and the existing strategies he applied to help address the 
challenges. For instance, in the “cooking dinner” routine, we high-
lighted the “heating potatoes” task and asked, “How did your hearing 
loss make heating potatoes in the microwave difficult?” and “What 
kind of information would be helpful?” The researcher repeated this 
in-depth analysis for each of Declan’s routines. 

After the session, the first author kept in touch with Declan 
through text messages and emails. Following the analysis detailed 
in the following section, our team scheduled a 45-minute video 
call with Declan, during which he answered additional questions 
that surfaced from the analysis (e.g., the spatial layouts of Declan’s 
home and workplace). 

4.1.2 Analysis. Phase 1 elicited five types of research data about 
Declan’s personal contexts, routines, and experiences as a DHH 
person: transcripts from meetings and video calls, video recordings, 
sketches, and text messages and emails. We stored these data in 
the same Google Drive folder for convenient cross-referencing. We 
analyzed the data following the open, axial, and selective coding 
methods specified in Section 4. Specifically, the first author walked 
through the data and generated 57 open descriptive codes in the 
working document. During the walkthrough, the first author con-
sidered all routines and tasks to gain a holistic understanding of 
Declan’s personal contexts and sensemaking approaches across 
contexts. The second and last author reviewed these open codes 
and added 21 more. We note that the last author related the open 
codes to his experience as a DHH person by commenting on the 
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Figure 3: Sketches from Phase 1’s Formative Study. From left to right: (1) Declan’s personal routines and contexts, (2) Declan 
sketching the “frames” and corresponding information needs within the routines, and (3) the numerous sketches of Declan’s 
information needs across personal contexts. 

codes in the document. The research team met four times to trans-
late open codes into insights that guided the design of the sound 
awareness system prototype. The team intermittently added their 
thoughts to the working document between meetings. 

4.2 Findings 
We first highlight the findings that contributed to eliciting design 
goals and considerations before discussing the latter. These findings 
came from our analysis of the raw results to carve out Declan’s 
information needs across personal contexts. 

4.2.1 Declan’s Personal Contexts. Declan’s workday routines in-
clude cooking, driving to work, and working at the nursing home. 
At the nursing home, Declan’s routines consisted of team huddles 
and one-on-one reports, passing water and linens, taking care of 
patients (e.g., getting residents up for activities, wash-ups, working 
on the IV pumps), charting, and serving dinner. For non-workdays, 
Declan would drive to the nearby city to play trading card games 
with his friends at a game store. Declan would also drive to the 
local church for the Sunday service and coffee hours. 

4.2.2 Varied Information Needs and Sensemaking Intents Across 
Contexts. Across personal contexts, Declan had varied sound infor-
mation needs based on intent: 

Awareness of the Environmental Sounds: When entering 
a new environment, Declan usually “did not know what to expect.” 
Therefore, he hoped to get a holistic sense of the new ambient envi-
ronment: “Let’s say I walk into a room. . . I want to immediately know 
how loud the room is. It’s almost like a vibe check.” Once situated 
in the environment, Declan wanted to know the individual sound 
events. Most of the time, Declan used visual and haptic feedback 
to make sense of the events. For example, at home, his partner 
would stomp on the ground to grab Declan’s attention. At his place 
of work (nursing home), Declan used call lights and other visual 
feedback (e.g., co-workers’ reactions and monitors) to understand 
when residents needed his attention. However, sometimes those 
visual cues were not easily glanceable or available: “When I am 
working at the station, I would have to frequently pop my head 
over and see if there are lights down in the hallway.” 

Declan told us that he was familiar with sound recognition sys-
tems (e.g., Google’s Sound Notifications) but was not impressed by 

their performance. He used ASL’s description of objects as an anal-
ogy [25] for understanding sound events: “Paint a broad stroke first, 
then describe details.” Declan first wanted to access more general 
descriptions of sound events (e.g., direction and real-time sound 
level) to incorporate other perceptual abilities (e.g., vision) to make 
sense of the information before knowing specific details. “Most of 
the time, I don’t want to know what it is. I just want to know that 
it’s here. . . If I find interest, then I can be like, ‘What do you think it 
is?’” He added. In addition to environmental awareness, Declan 
also wanted to increase awareness of the sounds he produced (e.g., 
whether he was making too much noise or speaking too loudly). 

Active sound monitoring: Besides awareness of intermittent 
sound events, sometimes Declan worked on specialized tasks re-
quiring more specific, precise, and instant recognition of sounds. 
We refer to this need as “active sound monitoring.” There were two 
general scenarios where Declan needed more active sound monitor-
ing. The first scenario concerned fault detection – the presence of 
abnormal sounds and the absence of expected sounds. For example, 
Declan described his experience using self-checkout stations: 

“Scanner beeping. . . like the ‘doo’ sounds at the check-
out. I cannot tell if I actually scanned the item. . . like, 
am I shoplifting right now, or what’s going on?” 

The last author, who is hard of hearing, related to this challenge and 
shared another case of failed fault detection with the research team, 
where he could not tell when something “got stuck in the garbage 
disposal.” Another scenario category concerned the processes (i.e., 
sequences of events) with critical acoustic changes that required 
attention. For example, Declan could not tell when the pianist 
started or stopped playing during the church service. Similarly, at 
work, he had difficulty knowing the real-time status of the IV pump 
– standard beeps signaled normal operation, while melodic chimes 
indicated potential issues. As a result, he had to “constantly pop his 
head” to look at the monitor. 

Social Interactions: Declan primarily used American Sign Lan-
guage in Deaf environments or when communicating with people 
who used ASL. When interacting with hearing people, Declan used 
a combination of lipreading and captioning. During the discussion, 
Declan highlighted three information challenges: 



Weaving Sound Information to Support Real-Time Sensemaking of Auditory Environments: Co-Designing with a DHH User CHI ’25, April 26–May 01, 2025, Yokohama, Japan 

1. Difficulty locating the speaker in predominantly hearing 
environments, especially in larger and more scattered spaces. 

2. Increased reliance on captioning when lipreading became 
difficult (e.g., communicating with people with “thick facial 
hair” or facing with his back against him). 

3. Difficulty in recognizing people’s calls for attention. 

4.2.3 Declan’s Hearing Loss Created New Dynamics, Interactions, 
and Expressiveness. In addition to challenges and information needs, 
we discussed Declan’s existing strategies for understanding the au-
ditory environment. This conversation surfaced valuable insights 
on how Declan created access intimacy [4, 67, 68] with social in-
teractions and used creative expressions as strategies to work and 
live around hearing loss. These findings sparked our reflections on 
how our novel sound awareness system could potentially impact 
Declan’s relationships with technology, the environment, and the 
people around him. 

Declan described his experience with the piano music played 
during the church service: 

“Our church pianist, Anita, knows that I can’t hear. 
So, if she is done playing and I am looking at her, she 
will look at me and nod her head or take her hands 
off the keys.” 

Due to his limited access to the music, Declan did not know when 
the music would start (so he could pay attention). To address this, 
the church pianist and Declan turned to gestures (e.g., exaggerating 
the palm being placed or taken off the piano gesture) as accessible 
visual cues to inform Declan of the start and end of the piano music 
session. However, there were times when a guest pianist was called 
to play. “In that case, it would be nice to have someone telling me,” 
Declan told us. Future systems should consider these situations and 
be careful not to forcibly introduce novel sensemaking processes 
that might disrupt the current ones. 

Declan usually spent his Saturday afternoon playing Magic: The 
Gathering with his friends at the game store. When Nathan, De-
clan’s friend who is Deaf and uses hearing aids, joined him, Declan 
trusted Nathan as the companion for achieving collective sound 
awareness: 

“My friend, Nathan, is Deaf and uses ASL. He also 
has hearing aids. So, I am basically clocked out when 
hanging out with him. I’m like, OK, I am not go-
ing to be on the lookout for anything. . . if you hear 
something, you will let me know, because you know 
I can’t hear anything. Hearing people don’t always 
remember that.” 

In this case, Declan and Nathan’s interdependent relationship was 
more personal, intimate, and potentially effective for achieving 
sound awareness. We took this scenario into account in the design 
of our artifact by allowing Declan to stop the system’s sensing 
behaviors and defer the task to his trusted companions. 

To avoid being mistaken as ignoring other people, Declan used 
T-shirt graphics as a creative means to inform other people of his 
Deaf identity: 

“A lot of people think I am being rude when I don’t 
hear them. . . If I am going out grocery shopping or at 
the Pride event, I have T-shirts that have the ‘I love 

you’ ASL sign and says, ‘I am not ignoring you, I’m 
Deaf.’ ” 

Declan’s graphic T-shirts are a great example of how accessibility 
solutions can be expressive. Assistive technologies have tradition-
ally prioritized functions over forms [34]. However, recent studies 
have found that people with disabilities consider aesthetics to be an 
important consideration when choosing ATs [34, 54]. Affirming this 
finding, we hope it sparks a new conversation about expressiveness 
and creativity in the design and use of accessibility tools. 

4.2.4 Design Goals and Reflections. Our mixed-ability research 
team critically reflected on the Phase 1 findings and used them to 
shape the design goals of future sound awareness systems. We 
emphasize that these design goals are not merely direct products 
of Declan’s experiences but a higher-level reflection of what a fu-
ture sound awareness system should look like inspired by Declan’s 
grounded experiences and established knowledge in DHH acces-
sibility (e.g., DeafSpace [48, 78]). We describe the design goals as 
well as the specific findings and thoughts that inspired them: 

DG1: The display of sound information should adapt to De-
clan’s ever-changing intents across personal contexts. Across 
Declan’s personal contexts, we categorized the intents into three 
broad categories: awareness of environmental sounds, active, de-
tailed monitoring of sounds related to specific tasks (e.g., checking 
out at the grocery store, cooking, etc.), and social interaction—each 
intent category called for different kinds of awareness of sound 
information, leading to DG1. 

DG2: The delivery of sound information should comple-
ment Declan’s trusted sensemaking approaches instead of 
replacing them. Declan briefed us about his way of processing 
sound information: “Paint a broad stroke first, then describe de-
tails.” Specifically, he learned the general sound information (e.g., 
loud noise) first, followed by specific details (e.g., a loud blender 
sound) only when necessary. As designers, we should respect DHH 
people’s trusted sensemaking approaches, avoid redundant infor-
mation, and ensure that the system is compatible with them. 

DG3: Sound awareness systems should be designed with 
mindfulness toward their influence on social dynamics and 
connections. While prior studies studied how social contexts 
could impact the acceptability of AI-based sound awareness sys-
tems [15, 24, 31], we bring to attention these systems’ impacts on 
DHH people’s existing social dynamics. For example, Declan had 
established unique access intimacy [67] through “collective access” 
of sound information with his friend Nathan and personal cues from 
the church pianist Anita, an important part of his Deaf identity. 
Aligning with DG3, the design of SoundWeaver should support 
these interactions, not replace them. 

DG4: The system should promptly visualize anomalies 
and other notable changes in the auditory environments. 
Across different contexts, Declan has used his perception of visual 
cues to make sense of the environments (e.g., using call lights to 
indicate if residents needed attention), which was consistent with 
prior theories in the Deaf Culture [78]. However, these real-world 
visual cues were not always accessible (e.g., call lights being out of 
sight). Sound awareness technologies could reduce this barrier by 
providing always-on and glanceable visualizations of the changes 
or anomalies in the ambient acoustic environments. 
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4.3 High-Level System Design and 
Specifications 

Based on the design goals and critical reflections on Declan’s per-
sonal contexts, we curated an initial system specification that would 
potentially inform the design of SoundWeaver. We hypothesized 
that the system design would be intent-driven, with three modes 
of weaving sound information to accommodate three broad intents 
for sound awareness highlighted in DG1. Users could freely switch 
among the three modes based on their real-time information needs. 
We list the three weaving modes and specify the user intents each 
mode supports: 

• Awareness Mode. Awareness mode fulfills DHH people’s 
needs for awareness of overall auditory environments and 
individual sound events specified in Section 4.2. 

• Action Mode. Action Mode facilitates active sound monitor-
ing, supporting more focused tasks that require continuous 
awareness of task-relevant sounds. 

• Social Mode. Social Mode supports DHH people’s social 
interactions while maintaining the necessary awareness of 
the auditory environments (e.g., knowing the smoke alarm 
going off when chatting with friends). 

The above three modes were directly mapped to the three cat-
egories of Declan’s intents across personal contexts. On a high 
level, the three modes streamlined different kinds of awareness 
by weaving AI outputs to fulfill DHH users’ dynamic information 
needs. Moreover, switching among the three modes would be an 
effortless process with minimal interactions needed. We envisioned 
the design of each mode to match Declan’s preferred way of pro-
cessing auditory information to fulfill the corresponding intent 
(DG2) and operationalized this vision through a co-design process 
with Declan in the following section. 

5 Phase 2: Co-Design of the SoundWeaver 
Prototype 

Phase 2 consisted of a series of co-design activities that led to the 
creation of the SoundWeaver prototype. 

5.1 Initial Prototype 
Guided by the high-level system design, we began with an initial 
prototype that embodied the design goals listed in Phase 1. The 
goal of this initial prototype was not to provide a polished design 
solution but rather to serve as a starting point for our co-design 
process. 

5.1.1 Design. The initial SoundWeaver prototype contained three 
buttons indicating the three modes of weaving sound information: 
Awareness, Action, and Social. Users could switch among the 
modes by pressing any of these buttons, and the SoundWeaver 
interface automatically reorganized information to match the new 
mode without the need for further customization (DG1). 

Awareness Mode: The Awareness Mode contained three types 
of sound information: sound level, recognized sound events, and 
the textual description of the overall acoustic environment. To help 
DHH people notice changes in acoustic environments visually (a pri-
mary environmental sensemaking approach specified in DeafSpace 
[78]), we used dynamic, color-coded tooltip indicators to represent 

four discrete sound levels: quiet, ambient, loud, and very loud. We 
also interfaced with Audio Flamingo [35], an audio language model, 
to present textual descriptions of auditory environments. Labels of 
recognized sound events were hidden by default, but users could 
manually toggle their display on and off. This design aligned with 
DG2, which called for designs that complement Declan’s preferred 
way of processing sound information (i.e., “Paint a broad stroke first, 
then describe details.”) 

We present a vignette describing the potential use of this mode: 
when Declan entered a coffee shop, he noticed the loudness indi-
cator turning from green (“quiet”) to blue, showing an “ambient” 
label. To help him know what to expect in this environment, he 
asked the system to briefly describe the ambient acoustic scene 
(e.g., “Multiple people chatting”). When Declan was fully situated 
in the context, he used the loudness indicator to help him judge if 
any event had occurred. When he noticed the loudness indicator 
turning from blue (ambient) to orange (loud), he toggled on the 
display of recognized sound events and saw a “blender” sound. He 
looked around and saw that the barista was blending smoothies. 

Action Mode: Users could configure the task by assigning rel-
evant sounds to monitor in a companion app. Once configured, 
all the selected sound labels would be pinned to the interface. If a 
sound occurred, the corresponding label would turn green; other-
wise, it stayed gray. For example, Declan programmed the “cooking” 
task to monitor water boiling, microwave done, and sizzling sounds. 
These three sound labels were then pinned. When the microwave 
was done heating Declan’s food and elicited a 5-second chime, the 
“microwave done” label turned green for 5 seconds. 

Social Mode: Social Mode facilitated social interactions by 
providing captions while preserving awareness of environmen-
tal sounds. Informed by prior work on HMD sound visualizations 
[28], we used arrows as directional indicators of active speakers. 
Social Mode also included live transcriptions with medium-bold 
font and transparent backgrounds to ensure the visibility of texts 
(as suggested by best practices for captioning [79]) and the physical 
space. Finally, the initial design in Social Mode displayed labels of 
recognized sound events below the transcription. 

5.1.2 Implementation. The prototype contained two components: 
the front-end interface and the back-end server. The front-end 
interface was implemented as a visionOS application based on an 
Apple Vision Pro running visionOS 1.2. The back-end server was 
based on an iPhone 13 Pro Max running iOS 17.3 and Firebase [80]. 
Due to the limited sampling range of iPhone and Vision Pro mi-
crophones, the system used an external clip-on microphone (DJI 
Mic 2). Real-time audio streams collected by the microphone were 
transmitted to the iPhone through Bluetooth. The iPhone handled 
the signal (e.g., calculating sound levels) and AI (e.g., sound classifi-
cation) processing locally, except for acoustic scene understanding 
tasks. Specifically, we used Apple’s SoundAnalysis framework [72] 
to achieve real-time sound classification and Apple’s Speech frame-
work [81] to achieve live captioning. We configured the system to 
recognize 96 sound classes based on Declan’s preferences and prior 
work probing DHH people’s desired sound events [8, 15, 32]. We 
hosted the Audio Flamingo model on Google Cloud Platform [82] 
as an API for acoustic scene understanding tasks. The prototype 
interfaced with the Audio Flamingo model by uploading a 5-second 
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audio clip with the prompt “Please provide a description of the audio.” 
The output of the model contained a textual description of the audio 
clip. The four discrete sound levels in Awareness Mode were: (1) 
Quiet: less than -50 dBFS, (2) Ambient: -50 dBFS to -30 dBFS, (3) 
Loud: -30 dBFS to -10 dBFS, and (4) Very Loud: -10 dBFS to 0 dBFS. 

Users could configure Action Mode behaviors on the iPhone with 
a companion iOS application, which transmitted the configured 
tasks to Firebase as JSON data. All the real-time data, including 
sound recognition results, transcriptions, and sound level, were also 
relayed to Firebase. We implemented SoundWeaver’s interface as a 
head-mounted display (HMD) application because HMD was rated 
as one of the preferred form factors for mobile sound awareness 
systems [15]. Declan reinforced this prior finding, telling us that 
“having to pull up the phone” was tedious and that having direct 
access to sound information “through something like Google Glass” 
would be “extremely helpful.” However, we acknowledge that the 
Vision Pro’s form factor can be cumbersome for daily use and 
reiterate that our prototype served primarily as a design artifact 
for exploration. 

5.2 Method 
5.2.1 Procedure. Phase 2 consisted of a series of co-design ac-
tivities to refine the SoundWeaver prototype iteratively. We in-
vited Declan to the second 150-minute in-person meeting in our 
research lab. We first introduced Declan to the state-of-the-art AI 
for sound awareness, including sound classification, speech-to-text, 
and acoustic scene understanding. We discussed the capabilities, 
outputs, and limitations of these systems and emphasized that the 
raw outputs could be adapted based on his personal contexts and 
intents – the umbrella goal of the SoundWeaver prototype. 

Then, Declan experienced the initial SoundWeaver prototype 
through a guided demonstration of the Vision Pro device. The 
demonstration was not for system evaluation; rather, it primarily 
focused on introducing the three weaving modes and the available 
AI tools (i.e., sound classification, speech-to-text, and acoustic scene 
understanding) as design materials for the upcoming co-design 
activities. We also used this demonstration to familiarize Declan 
with visionOS and spatial applications to ensure that Declan could 
comfortably interact with our prototype in the future. After the 
demonstration, we asked Declan, “What are your thoughts on the 
three modes?” Declan approved this layout, saying: “I like that you 
separated it into the three different [modes]. It was getting nebulous 
with all the [sound information] we talked about before.” 

With Declan’s support on the three-mode design, we dove into 
the detailed user experience prototyping. Before the process, we 
reminded Declan that the goal of our design was not to replace 
Declan’s perceptual and cognitive abilities. Instead, we were co-
designing a tool for enhancing and complementing his existing 
ways of sensemaking. We revisited the sketches about Declan’s 
personal contexts and routines from Phase 1 and discussed Declan’s 
preferred sound information across the routines/frames, suitable 
modes for the desired information, and how the information should 
be presented on the head-mounted display. We used an iPad instead 
of paper as the canvas for sketching because it allowed us to use 
images of environments like living rooms and kitchens to help 
simulate a first-person view through an AR display. 

Throughout the co-design process, we encountered several in-
stances where the promises of the system’s capabilities conflicted 
with technical constraints and user experience considerations. Our 
approach involved transparent communication about these con-
flicts, followed by collaborative problem-solving with Declan to 
develop practical solutions. For technical challenges, we focused 
on workable alternatives. For example, upon realizing that ASR 
performed poorly in noisy settings, we decided that the system 
should explicitly inform Declan, allowing him to utilize lipreading 
as a “backup option.” Similarly, Declan proposed a feature that pin-
points the direction of the person calling him. Given that this level 
of localization was currently difficult to achieve, we decided that 
using speech recognition to detect his name would be more reliable. 
For user experience challenges, the first author carefully stated 
and visualized the design limitations and worked with Declan to 
explore the alternatives. For example, we considered a design that 
would position sound events according to their physical directions 
(e.g., sounds originating from the left would appear on the left side 
of the screen). However, we later determined this design would 
cause visual clutters and unnecessary distractions. 

Following the initial meeting, we maintained ongoing commu-
nication with Declan via text messages over two months while 
iterating on the SoundWeaver prototype. We also provided regular 
asynchronous updates on the system’s development progress and 
solicited Declan’s feedback during this time. We also presented 
Declan with multiple design variations for specific features, ask-
ing him to evaluate each option and provide his rationale for any 
preferences. 

5.2.2 Analysis. Phase 2 data consisted of meeting transcripts, text 
messages, and digital sketches about SoundWeaver’s potential in-
terfaces across Declan’s personal contexts and routines. To guide 
the next iteration of the SoundWeaver prototype, we followed the 
same open, axial, and selective coding process on the mixed-format 
material as in Phase 1. The research team met weekly to discuss 
the codes and translate the insights into concrete design decisions 
for the prototype. This analysis yielded 91 new open codes. 

5.3 Findings 
5.3.1 Reflections and Changes in Design Goals. We reflect on the 
co-design session and present two additional design goals that 
emerged from it. 

DG5: Sound awareness systems should inclusively support 
individuals with intersectional disabilities and diverse iden-
tities. During the co-design session, Declan disclosed that he was 
neurodivergent. As he explained, “If I had too much information, I 
would go into a meltdown,” highlighting how neurodivergent indi-
viduals can experience heightened sensitivity to busy or cluttered 
visual stimuli [12]. This revelation prompted our critical reflections 
on the broader implications for the system design. We recognized 
that similar considerations should extend to users with various com-
binations of disabilities and identities, such as DeafBlind individuals 
or DHH people with cognitive abilities. Recently, intersectional 
disabilities have received increasing attention in accessible technol-
ogy research. For example, Harrington et al. advocated race and 
ethnicity as important constructs for integrating racial equity in ac-
cessibility work [19]. We echo this advocacy through the proposal 
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of DG5 and hope that this work can spark more conversations on 
this important topic. 

DG6: The system should carefully handle inference-based 
or interpretive information and not replace DHH people’s 
reasoning process by forcefully interpreting outputs. When 
demonstrating the acoustic scene understanding feature, we played 
the dog barking sounds from YouTube. The system presented the 
output: “I hear an anxious dog barking.” Declan was unsure about 
the model’s behavior: “It was attributing reasons to be the sounds. . . 
I was like, okay, the computer has no way of knowing that.” We 
reflected on this sentiment and agreed that AI sound awareness 
systems should not replace DHH people’s reasoning process by 
forcefully presenting interpretive outputs. This point was also re-
flected in the prior work, where ASL interpreters demonstrated that 
when it comes to interpreting “unknown sounds,” it was important 
to “show, not tell. [25]” Several studies in the broader accessibility 
research argued that assistive technologies should strive to be a 
“solution to a sensory problem” rather than the primary source of 
information [58, 62], a point echoed by Declan: 

“We are using this as an accessibility tool – and it’s not 
like, ‘we want to know everything about everything.’ 
Basically, we want access to the same information that 
hearing people have. And when a hearing person is 
in another room and hears a crashing sound, they 
are not going to know what the crash was about. So, 
I would not want the computer to try to figure out 
what the crash is about. I will go and investigate it.” 

Other findings reinforced our existing design goals. In the initial 
prototype design, Action Mode used the alternation of colors to 
indicate the presence (green) and absence (gray) of sounds. Declan 
voiced concerns about this design in Phase 2 because it would alter 
the existing way Declan processed information: 

“It’s a tricky one because that design is a lot. . . I have 
a very specific way of processing information, and I 
don’t think about the sounds that aren’t there because 
I have never been in a situation where it’s necessary. 
You are trying to help us, not change us. It’s im-
portant to not impose a different way of processing 
information.” 

This feedback reiterated the importance of designing sound aware-
ness systems compatible with DHH people’s trusted sensemaking 
approach (DG2). It also illustrated how designers’ preconceptions 
can lead to “invasive” designs that are counterintuitive to marginal-
ized communities and interfere with their existing ways of living – 
a pattern that resembles “colonization in design [83].” Furthermore, 
this experience reaffirmed the necessity of engaging in sustained, 
iterative co-design processes with target user communities to de-
velop truly beneficial solutions. 

5.3.2 Prototype Evolution. Throughout Phase 2, we worked closely 
with Declan to continuously iterate the SoundWeaver prototype. 
Here, we present its design evolution, also visualized in Figure 5. 

Awareness Mode Evolution. Sound level indicator: In Aware-
ness Mode, we replaced the discrete, colored-coded sound level 
indicator with a waveform that visualizes the sound levels for the 
most recent five seconds. This design change was based on Declan’s 

preferences for symbolic over textual representations: “Pictures are 
better than words. Deaf people born deaf typically have a lower rate 
of being able to read English.” Moreover, we discovered that when 
sound levels fluctuated near the thresholds, the indicator colors 
frequently changed, which could cause considerable discomfort for 
neurodivergent DHH users. 

Displaying sound event labels. In the initial prototype, once 
the display of sound recognition results was toggled on, it would 
remain active until manually deactivated. This design conflicted 
with Declan’s preference for receiving “occasional inputs” about the 
identities of sound events. He felt that the more natural way for 
him was to have the system “telling him something is going on” and 
ask him if he wanted to know the names of the recognized sounds. 
Based on this feedback, we implemented a new mechanism: when 
the system detected a spike in sound level, a prompt “Show Sound 
ID?” would appear. Once the system received a “go-ahead” from 
the user, it displayed sound event labels for five seconds. Otherwise, 
the prompt would fade away after five seconds. 

Acoustic scene understanding. Based on Declan’s feedback 
about the system’s overinterpretation of the acoustic scene (e.g., at-
tributing reasons), we adjusted the prompt to make the information 
more descriptive rather than analytical (i.e., “Please provide a neutral 
description of the audio without any extra details or interpretations in 
a short sentence.”), aligning with DG6. We also fixed the output to 
shorter phrases to reduce the visual clutter and prevent information 
overload (DG5). 

Action Mode Evolution. The initial Action Mode design displayed 
all task-related sounds continuously, using green highlights to in-
dicate sound occurrence. Based on Declan’s feedback specified 
in Section 6.3, we implemented a more selective approach: users 
could designate specific sounds for continuous monitoring by “star-
ring” them, which would pin these sounds to the heads-up display. 
Other sound events would only show up when they occurred. The 
research team debated whether the pinning system should be re-
moved entirely but decided to keep it as an optional feature because 
Declan stated that visualizing the presence and absence of sounds 
could be helpful in certain situations (e.g., ensuring the water was 
boiling). 

Social Mode Evolution. We omitted the sound recognition results 
and replaced them with the same sound level visualization wave-
form used in the Awareness Mode. This design change was inspired 
by two realizations. First, Declan emphasized that focusing on the 
transcription took precedence over identifying specific sounds in 
social settings like a game store. Nevertheless, he still wanted to 
maintain some degree of environmental awareness during conver-
sations. Second, we recalled from the formative study that Declan’s 
trusted friends would inform him of important sounds, a com-
mon practice in Deaf communities [78]. This dynamic effectively 
addressed Declan’s sound identification needs, making system-
generated recognition results unnecessary. This change aligned 
with both Declan’s desired sound awareness approach (DG2) and 
preserved the access intimacy [67] between him and his trusted 
companions (DG3). 

The caption component initially featured white text on a trans-
parent background, based on our assumption that this design 
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Figure 4: Declan uses the SoundWeaver prototype when cooking at home (left) and playing card games with friends (right). 

would minimize visual clutter and maintain Declan’s visual aware-
ness. However, Declan suggested enclosing the captions in a semi-
transparent box to enhance readability while preserving the visi-
bility of “things behind it.” He noted that other DHH individuals 
might have different preferences. 

Recognizing the automatic speech recognition’s performance 
limitations in noisy environments, we implemented a warning sys-
tem that notified users about potential captioning accuracy issues 
when it detected elevated ambient noise levels. This design aligned 
with established guidelines for human-AI interaction [1, 75] about 
supporting the “efficient dismissal” of AI services. 

Overrides for Critical Sounds. During the co-design, we realized 
that critical sounds, like emergencies and name-calling, could be 
overlooked in the initial prototype due to the lack of explicit alerts. 
Reflecting on prior work in DHH sound awareness [8, 15, 24, 32], we 
concluded that critical and safety-related sound information (e.g., 
emergency sounds and name-calling) should be displayed regardless 
of the current mode and updated the prototype accordingly (Figure 
6; 4A and 4B). 

6 Phase 3: Field Evaluation 
In Phase 3, we deployed the second iteration of the SoundWeaver 
prototype to Declan’s routine environments. We considered field 
deployment an integral part of the co-prototyping process because 
AI carried inherent uncertainty in its capability as a unique de-
sign material [61, 64]. Moreover, evaluating SoundWeaver in the 
field allowed us to probe two critical questions. First, how could 
“intent-driven” AI systems fulfill DHH people’s dynamic informa-
tion needs? Second, how would the SoundWeaver prototype blend 
into the intricate social and environmental dynamics across De-
clan’s personal contexts? Exploring these questions in the wild 
allowed us to elicit new design opportunities for effective human-AI 
interaction design for sound awareness systems. 

6.1 Method 
6.1.1 Procedure. We evaluated the second-iteration SoundWeaver 
prototype across two distinct personal contexts: Declan’s home 
and a game store he frequently visited. We did not evaluate the 
prototype at Declan’s workplace (i.e., nursing home) due to the 

employer’s concerns about the privacy of nursing home residents. 
We utilized a portable microphone (DJI Mic 2) for audio capture and 
transmission to address the audio sampling limitations inherent in 
Vision Pro and iPhone microphones. 

At home, we first provided a guided demonstration of the 
SoundWeaver prototype and asked about Declan’s first impres-
sion. Declan then used the system while performing three general 
tasks: engaging with his partner and pets, cooking, and partici-
pating in conversations. We simulated possible at-home sounds 
by knocking on the door, playing smoke alarm sounds through 
the phone, turning the faucet on and off, dropping books onto the 
floor, etc. We observed the interactions by mirroring the Vision 
Pro screen on an iPad. This session lasted for two hours. 

At the game store, Declan used SoundWeaver while playing 
Magic: The Gathering with his four friends while sitting around a 
table. The first author observed the interactions from the side of 
the table and took field notes. The Vision Pro screen was mirrored 
on the first author’s iPad as in the previous session. This session 
lasted for 2.5 hours. 

Following each session, we conducted semi-structured inter-
views to learn about Declan’s experience using the system and 
gather feedback on the sound information’s quantity, presentation, 
and contextual appropriateness. 

6.1.2 Analysis. Phase 3 data contained handwritten field notes and 
transcripts from two field evaluation sessions generated by Google’s 
voice recorder app. We again followed Grounded Theory-inspired 
approaches (i.e., open, axial, and selective coding) to analyze these 
materials. Phase 3 elicited 62 new codes. The research team met 
twice to analyze the open codes and compare them to the existing 
data. 

6.2 Findings 
6.2.1 Notes from Field Evaluation. We present notable snippets of 
Declan’s interactions with the SoundWeaver prototype at home 
and the game store that sparked reflections among the research 
team and guided the final iteration of the SoundWeaver prototype. 

When Declan was petting his cats on the couch using the sys-
tem, we called Declan’s name to initiate a conversation. Upon 
seeing the system message “Someone may have called your name,” 
Declan looked up and manually activated Social Mode by tapping 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Jeremy Huang et al. 

Figure 5: The Design Evolution of the SoundWeaver Prototype Across Design Phases. Each color-coded section indicates the 
design iterations for one of SoundWeaver’s three modes (Awareness in the blue section, Action Mode in green, and Social 
Mode in yellow). We also use floating tooltips with border colors that match the corresponding mode to highlight changes in 
the current iteration. For example, in the second iteration of the Social Mode design, we replaced the colored text box with 
waveforms as indicators for ambient sound level and added a semi-transparent background to the caption. Similarly, in the 
third iteration of Social Mode, we removed the arrow pointing to speakers and replaced it with speaker names to avoid visual 
distraction. 

the “Social” button, transitioning from Awareness Mode to access 
the caption feature. In subsequent feedback, Declan noted that 
this mode-switching process felt “unnatural” and desired a more 
seamless transition. He suggested incorporating the name-calling 
message into an interactive button that would automatically acti-
vate Social Mode when selected. 

When we simulated a visitor by knocking on the door, Declan’s 
dog started barking. Declan was confused about the considerable 
fluctuations in the waveform. Instead of prompting the system to 
show sound recognition results, Declan immediately looked around 
to locate the sound source. When asked about this interaction, De-
clan explained that looking around was “much faster” than “tapping 
a button to know what’s going on.” 

In Phase 2, we changed the delivery of sound recognition results 
from manual toggles to a prompt-based delivery (i.e., “Show Sound 
ID?”) triggered by sudden sound level spikes. After extensive usage 
at home, Declan told us that the sound recognition results were 

“much more refined” than he expected, and he “would not mind 
having it constantly on,” ultimately favoring the manual toggle-
based approach. 

During the Magic: The Gathering game, Declan primarily used 
Social Mode due to the game’s conversational nature. He noted 
two main concerns with the interface. First, the fluctuating wave-
form created a visual distraction that made it difficult to focus on 
the active speaker. Second, given the small group size (four play-
ers), Declan found the directional arrows indicating active speakers 
unnecessary and distracting, particularly during rapid speaker tran-
sitions. He suggested that displaying speaker names would be more 
helpful than directional indicators in small group settings. 

Before the game session, the first author anticipated potential 
caption performance issues in two specific scenarios: multiple 
speakers talking at the same time and when the active speaker was 
positioned at a distance (e.g., sitting diagonally across the table). 
These concerns were validated during the session. However, Declan 
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Table 1: Our final curated design goals for intent-driven sound awareness systems to support Declan. 

Code DESIGN GOALS 

DG1 The display of sound information should adapt to DHH people’s ever-changing intents across personal contexts. 
Moreover, the adaptation process should require minimal effort from the users. 

DG2 The delivery of sound information should complement DHH people’s trusted sensemaking approaches instead of 
replacing them. 

DG3 Sound awareness systems should be designed with mindfulness toward their influence on social dynamics and 
connections. 

DG4 The system should promptly visualize anomalies and other notable changes in the auditory environments. 
DG5 Sound awareness systems should inclusively support individuals with intersectional disabilities and diverse identities. 
DG6 The system should carefully handle inference-based or interpretive information and not replace DHH people’s 

reasoning process by forcefully interpreting outputs. 

Figure 6: The Final Design of the SoundWeaver Prototype. In Awareness Mode (Interface 1), the system displays a waveform 
indicating sound levels by default. Users can tap the sound label toggle (1B) to see the sound labels (1C). Users can also request 
a textual description of the auditory environment (1D). In Action Mode (Interface 2), the system displays task-related sounds 
(2A and 2B). Users can pin certain sounds (2A) to monitor them continuously, prompting the interface to reflect their absence 
and presence. Social Mode (Interface 3) displays the sound level as a pulse-like circular indicator (sound bubble) (3A), along 
with the speech caption (3B) and speaker name (3C). SoundWeaver will push name-calling alerts (4A) and emergency sound 
alerts regardless of the current mode. 

and his companions devised an effective solution by implementing 
a “talking stick” approach, passing the portable microphone among 
speakers. This method notably enhanced both caption accuracy 
and reduced latency. 

We also worried that inaccurate or incomplete captions might 
adversely impact Declan’s understanding of the conversation and 
raised this concern with Declan. We asked Declan if the system 
should stop displaying captions to allow Declan to focus on lipread-
ing when the caption performance became subpar. To our surprise, 
Declan told us that even when the caption was inaccurate, it identi-
fied some important words he failed to catch with lipreading; thus, 
he preferred leaving the caption on regardless of its performance. 

The session concluded after two hours when Declan removed the 
Vision Pro due to fatigue. 

6.2.2 Reflections, Design Goal Updates, and Prototype Evolution. 
Based on the findings, we made one update to DG1: 

DG1: The display of sound information should adapt to 
DHH people’s ever-changing intents across personal contexts. 
Moreover, the adaptation process should require minimal 
effort from the users. 

The change to DG1 was inspired by Declan’s comment that the 
current method of switching modes and retrieving sound recogni-
tion results felt “unnatural” and required constant manual inputs. 
This concern was also reflected in prior work, where DHH users 
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expressed willingness to provide inputs to sound awareness sys-
tems but indicated that repeatedly asking for manual inputs would 
eventually lead to them “giving up” altogether [24]. 

We made three changes to the prototype. First, as Declan sug-
gested, we made the name-calling alert interactive, enabling an 
automatic transition to Social Mode when tapped. We applied the 
same interaction pattern to the “speech” label in sound recogni-
tion results. Second, to address Declan’s concerns about waveform 
fluctuations creating visual distractions during conversations, we 
replaced the waveform-like sound level visualizer with a “sound 
bubble” positioned in the corner of the screen. The bubble expands 
as the sound level increases, providing a more subtle and less intru-
sive representation of sound. Third, we reverted Awareness Mode’s 
sound recognition results to the Phase 1 design, reinstating the 
manual toggle feature. Our curated design goals across three co-
design phases are presented in Table 1, while the final SoundWeaver 
prototype is shown in Figure 6. 

7 Discussion 
Here, we summarize and contextualize key findings in prior re-
search, discuss further implications of our work, and state study 
limitations. 

7.1 Intent-Driven Design of AI Sound 
Awareness Systems 

Our design artifact, SoundWeaver, demonstrated how AI sound 
awareness systems can provide different information-presenting 
interfaces for individual-specific intents (as specified in DG1). The 
ability to modulate AI system behaviors based on Declan’s intents 
encouraged his active and meaningful interactions with AI rather 
than imposing a predefined framework for the relevance of audi-
tory information. For example, when we initiated a conversation, 
Declan’s information priority shifted from environmental aware-
ness to social interactions. Then, he switched from Awareness to 
Social Mode to match this new intent. This approach differs from 
previous non-personalized systems, where the AI outputs dictated 
the information received by DHH users (e.g., [24]) and were agnos-
tic to users’ real-time information needs. We note that the three 
modes in the current prototype are tailored to Declan’s individ-
ual experiences. Future work should engage with the wider DHH 
community to discover more intents requiring different ways of 
“weaving” sound information. 

When comparing our approach to prior sound awareness sys-
tems that have explored end-user customization [8, 32, 33], we 
argue that the key difference lies in the abstraction of AI system 
behaviors. For example, ProtoSound [33] provides an interface that 
enables users to adapt the sound recognition system to recognize 
sounds in their personal contexts (e.g., chimes from a DHH user’s 
custom microwave). SoundWeaver’s interface, on the other hand, 
abstracts away the complexity of customization and maps AI behav-
iors to Declan’s self-knowledge of tasks to be accomplished (e.g., 
to help me with [an intent], AI should do [behavior]). We do not 
argue for the superiority of either approach; instead, we encourage 
future work to envision an accessibility tool with the best of both 
worlds: how can AI systems be designed to not only align with user 

intents but also offer effective mechanisms for users to intervene, 
correct, or refine the system’s behaviors? 

As human-AI alignment gains traction in HCI research [5, 7, 
43, 56], we hope our work inspires new conversations about de-
veloping AI-based accessibility tools that adapt to users’ personal 
contexts and goals, particularly since AI systems have traditionally 
prioritized the majority [57]. However, designing intent-driven 
systems can be challenging because intents are “implicit feedback” 
[57] that can be difficult to observe; as a workaround, our system 
requires Declan to remain constantly aware of his real-time intents 
and assess whether the system aligns with it. The need for manual 
mode switching adds another layer of complexity, increasing the 
cognitive demand. We encourage future work to examine designs 
that better capture the implicit feedback and align with user intents 
without requiring constant interactions. 

Another important consideration throughout the co-design pro-
cess is the visual design of sound feedback. Specifically, we asked: 
What kind of information is necessary and, more importantly, rel-
evant to the Declan’s intents? How should this information be 
presented to Declan? These considerations become more impor-
tant in head-mounted display (HMD)-based interfaces, as poorly 
designed visuals can easily lead to distraction, fatigue, and dis-
comfort. Morrison et al. proposed information density [45] as a 
key factor in effectively supporting the social sensemaking of a 
blind child with HMD-based AI systems, as overly dense informa-
tion can overwhelm blind and low-vision (BLV) users. In our case, 
designing low-density interfaces helped minimize visual distrac-
tions and prevent “meltdowns” caused by information overload for 
Declan. Additionally, we observed design variability, a term we 
defined to describe how SoundWeaver’s sound indicator designs 
(e.g., waveforms for ambient sound level and arrows indicating 
active speakers) respond to unpredictable changes in the acoustic 
environment. During the field evaluation at the game store, we 
noticed that the waveforms indicating ambient sound levels fluc-
tuated drastically – an example of high design variability – which 
distracted Declan from focusing on the conversation. To address 
this, we replaced the waveform visualizer in Social Mode with a 
more subtle bubble-shaped peripheral visualizer (see Figure 6-3). 
Declan also reflected that in smaller and more intimate settings (e.g., 
four friends sitting around a table) or situations where speakers 
frequently change, he would prefer seeing the speaker’s names in 
captions instead of directional indicators, as name changes would 
be less visually distracting than moving arrows. 

7.2 Addressing the Invasiveness of Sound 
Awareness Technologies 

A persistent theme throughout the co-design process was whether 
the design was “invasive.” Here, we interpret invasiveness in two 
critical aspects: 

1. Can our design interfere with the current social dynamics 
in Declan’s circle? 

2. Will our design disrupt Declan’s existing sensemaking pro-
cesses? 

Regarding social dynamics, we were concerned that Declan’s 
usage of the SoundWeaver, which ran on the Apple Vision Pro head-
set, would make him self-conscious due to its intrusive form factor, 
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as suggested by prior work [58, 59]. However, we were pleased 
to find that Declan felt comfortable using the system around his 
friends at the game store and that the friend group supported his 
system usage (e.g., passing along the microphones to increase the 
automatic caption’s accuracy). Declan’s experience aligns with 
prior findings that DHH people generally feel more comfortable us-
ing sound awareness technologies around closer social circles (e.g., 
family members) [15, 24]. Moreover, the friend group’s supportive 
actions demonstrated how introducing novel assistive technologies 
can foster new social norms rooted in interdependence [4]. 

Beyond social acceptability, we carefully considered how 
SoundWeaver could disrupt Declan’s intricate, sometimes intimate, 
social fabric based on his hearing loss and Deaf identity. For ex-
ample, when designing interfaces for the context of “attending 
church service,” we pondered whether introducing SoundWeaver 
would disrupt Declan’s personal bond with Anita, the pianist who 
accommodates him by signaling the start and end of her music 
pieces through hand gestures. Another example of this dilemma 
arose in our discussion about the name-calling alert. We connected 
this feature to Declan wearing a graphic T-shirt that tells other 
people about his Deafness. While facilitating the recognition of 
name-calling can be beneficial in social events, this technology 
may diminish the need for Declan’s existing workarounds, which 
are often far more expressive, creative, and social. These concerns, 
along with careful discussions with Declan, shaped our decision 
to only visualize ambient loudness peripherally in Social Mode, 
deferring most critical sound awareness tasks to Declan’s trusted 
companions in the game store. Motivated by these concerns about 
SoundWeaver’s impacts on social dynamics, we encourage future 
researchers to consider two factors when designing AI-based acces-
sibility tools. First, when AI systems work as expected, does their 
adoption come at the cost of access intimacy [67, 68]? Second, in 
the spirit of Amershi et al. [1], who argue that AI systems should 
“gracefully degrade their services when encountering errors,” can 
we design AI systems that, when encountering unexpected results, 
leverage a broader, interdependent support system to help users 
achieve their goals? 

The second aspect of invasiveness emerged from the design ar-
tifact’s negotiations with Declan’s existing sensemaking models. 
Initially, we envisioned SoundWeaver as a “cognitive extender,” [20] 
anticipating that this AI application could be tightly integrated and 
internalized into Declan’s sensemaking process. However, our co-
design sessions revealed a more nuanced perspective. While Declan 
appreciated the complementary knowledge SoundWeaver provided 
(e.g., using captions for filling lipreading gaps), he firmly resisted 
the idea that the tool should be internalized or fundamentally alter 
his way of perceiving the world. This insight prompted us to shift 
our design approach from cognitive extensions to augmenting De-
clan’s sensemaking abilities. The key difference lies in the potential 
risk when the system fails or becomes unavailable: the breakdown 
of extenders can result in a sum loss of the user’s ability [20]. Our 
design strategy thus evolved from assumptions about “what is help-
ful” to a more considered approach that prioritizes the alignment 
with Declan’s trusted sensemaking strategies, aligning with DG2. 
This shift was particularly evident in the iterative developments of 
Action Mode, where we offered Declan more agency to selectively 
monitor sound events. 

Besides the above two aspects, we note that current HMD devices 
may also be invasive due to their form factors. For example, our 
study used Apple Vision Pro, a headset similar in size to ski goggles 
and weighing about 650 grams. During the field evaluation, Declan 
chose to take off the Vision Pro device after two hours of use due 
to fatigue. 

7.3 Reflecting on the Co-Design Process 
To our knowledge, this work is the first study that synergizes user 
experience prototyping with the expertise of a DHH individual, 
leveraging their deep understanding of DHH culture, personal con-
texts, and sound information needs within a longitudinal co-design 
process. Here, we present three critical reflections on this process. 

First, viewing Declan as an equal contributor to the design ar-
tifact allowed us to engage in thoughtful discussions that led to 
a system more closely aligned with Declan’s cultural background 
and sensemaking abilities. During the formative study, Declan 
stated that the most important part of sound awareness for him 
was knowing the presence of sound. During the analysis, we con-
nected this preference with DeafSpace, which emphasizes how Deaf 
people rely on subtle environmental cues to maintain awareness 
and navigate spaces [48]. This led us to ask, “How can we convey 
the presence of sound events through visual cues?” Since Declan 
identified loudness as a strong indicator of “something happening,” 
we initially used color-coded textual indicators (e.g., quiet, ambi-
ent, loud) to represent real-time sound levels. In Phase 2, Declan 
told us that “pictures are better than words” for him and suggested 
a waveform-based design to better convey temporal changes in 
loudness (e.g., a sudden spike indicating a sound event). 

Second, while the above examples demonstrate how an informed 
user experience prototyping process can help align AI systems’ be-
haviors with the user’s sensemaking approaches in accessibility 
tools, we caution future designers about the potential discrepancies 
between how users naturally process information and their interac-
tions with AI. For example, in our second-iteration prototype, the 
system prompted Declan to confirm whether he wanted to access 
sound classification results whenever a spike in the sound level 
was detected. The classification results appeared only when Declan 
affirmed by tapping the prompt. While this interaction matched De-
clan’s natural sensemaking process (“Paint a broad stroke first, then 
describe details”), during the field evaluation, he found it tedious. 
Upon realizing that the sound recognition model was more capable 
than expected, Declan preferred the manual toggle-based approach 
employed in the initial design, which persistently displayed sound 
event labels but allowed quicker access and dismissal. In this case, 
Declan’s increased trust in AI capabilities shifted his priorities from 
compatibility with his natural sensemaking approach to a prefer-
ence for efficiency. We encourage future work to consider this 
discrepancy, especially in technology design for marginalized com-
munities, where responsibly balancing cultural norms, values, and 
usability is crucial. 

Third, evaluating the SoundWeaver prototype in Declan’s real-
world contexts elicited design insights and challenges that may be 
difficult to acquire from lab settings. For example, while our initial 
design incorporated peripheral arrow indicators – theoretically 
supported as effective directional cues [28] – the rapid transitions 
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among active speakers in group settings created distracting visual 
effects that impeded Declan’s ability to focus on conversations. 

7.4 Limitations and Future Work 
While our design goals are deeply informed by the perspectives 
of one Deaf participant, our hard-of-hearing co-author, and rele-
vant prior work in DHH culture and accessibility, we do not claim 
that they are exhaustive or will work as intended for all DHH peo-
ple. We present these design goals as starting points for further 
exploration of intent-driven systems and eagerly look forward to 
future work that refines or expands them with feedback from the 
broader DHH community. While the SoundWeaver prototype was 
designed to be generalized beyond our Deaf participant’s use cases, 
we recognize that future work needs to evaluate and iterate the 
prototype through longitudinal studies with diverse members from 
the DHH population, further validating its utility and usability and 
refining its design. Since our work is primarily qualitative, we did 
not evaluate the performance of the Audio Flamingo model, which 
our system used for generating textual descriptions of the acoustic 
scene. We encourage future work to assess its performance and 
explore how it can involve human-AI interaction to ensure accuracy 
across diverse contexts. 

While acknowledging the above limitations, we note that Re-
search through Design with one participant is a powerful HCI 
methodology that has been used to elicit rich, situated insights for 
designing culturally conscious systems that accommodate diverse 
needs, particularly in the field of accessibility (e.g., in [27, 45]), 
where population-wide preferences vary widely. As Jain et al. [27] 
argue, such insights are often difficult to obtain through traditional 
multi-participant studies. 

8 Conclusion 
Our work presents the co-design process of SoundWeaver, an intent-
driven AI sound awareness system prototype that supports DHH 
people’s sensemaking of auditory environments, developed in col-
laboration with a DHH participant. Reflecting on this design jour-
ney, we discuss its implications for the development of future sound 
awareness systems and other AI accessibility tools, particularly re-
garding the alignment of system behaviors with users’ intents and 
personal contexts. We also highlight important considerations for 
designing socially and ethically mindful technologies to address 
accessibility challenges. 
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